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For univariate and bivariate analysis.
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Overview and Objectives of Project PISA

Variable List
Details of all the predictors available for
exploration and analysis

Key Statistics
Incluaes diistribution of subject scores,
breakdown of gender and school type
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Association between Predictors .
Measure dependencyy/association S 4
between two variables

Show the distribution of categorical
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? Latent Class Analysis
|
1 variables within each latent class. s
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Analysis of Scores ‘

Fvaluate if a user-defined value :

significantly deviates from the |

population mean :

|

Analysis of Predictors @
Ascertain whether there exists a
statistically significant distinction

among two or more categorical groups

CLUSTER Users can select target and ‘ REGRESSION
ANALYSIS predictor variables as wellas 1 ANALYSIS
the train-test partition split to :
be applied across the three :
available models — regression 1
tree, random forest, and :
gradient boosting :
®

Within each model, the user
can turther calibrate the model,
and select resampling options

Modadel evaluation methods
include plots of model fit as
well as statistical metrics such
as R-square, Koot Mean Square
Error, and Mean Absolute Error:
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LB e According o the latest OECD's P for Student (PISA) 2022, which FEIEE T SEES FEHLERECIE SETEE
measures 15-year-olds’ ability to use their reading, and science ige and skills to
[ Confirmatory Analysis meet real-ife i ic status d for 17% of the variation in mathematics
1 in d to 15% on average across OECD countries). Clearly,

¥ Analysis of Scores

¥ Analysis of Predictors

2, Cluster Analysis

& Regression Analysis

Singapore's success does not franslate to success for every student. Why then do some students
outperform others? And is socioeconomic status the enly factor for success?

QOur team believes that knowledge is power. While causality cannot and should not be easily drawn
between the various forces of i and i a mere detailed and nuanced
understanding of these factors would highlight potential areas to focus on when engaging parents
and sfudents as well as when i icn and i ic policies for a more inclusive
and equitable society.

Variable List

Variables Description
1 Gender Student (Standardized) Gender
2 SchoolType Public or Private
3  Loneliness I feel lonely at school.
4 Cl i | feel safe in my classreoms at school
5  TeacherSupport How often: The teacher helps students with their learning
6  Homework_Math How much fime spent on homework in Math homework
7 Homework_Reading How much fime spent on homework in Reading homework
8  Homework_Science How much fime spent on homework in Science homework
9  ParentsEducation Highest level of education of parents (ISCED)
10 Immigration Index on immi d (QECD ition )
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3. Confirmatoery Analysis
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8 Confirmatory Analysis

3 Analysis of Scores

3 Analysis of Predictors

G Cluster Analysis

& Regression Analysis

‘Q_ Analysis of Scores

Results

Step 1: Subject Selection & Setting
T;:?SCDI’E ! 2
Subject

Math -
Test Score:

550

terugend5157) = 20.09, p = 1.580-86, Gjages = 028, Clagy, [0.25,0.31], np, = 5,158

3 .

Step 2: Configurations —

Confidence Level
085
Bin Width
1 @ 50

1 8 11 18 21 26 31 38 41 48 50

Test Type

Paramelric -
Type of effect size

Hedge's g -

=}

400

Timsan = 57756

500
Math

log(BF¢:) = -190.11, BN, = 27.64, I, [24.85, 30.24], 1225, =071

>

O . ) |

2
NG,

Test for Normality

QQPlot

1000-

Math

1 1 Anderson-Darling Test

14.517

Angerson-Darfing statistic

3.7e-24

p-Valie of Anderson-Darling Statisfic

0
Theoretical Quantiles

12
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3. Confirmatoery Analysis
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& Home

i Data Explaration

B Confirmatory Analysis

3 Analysis of Scores

2> Analysis of Prediclors
23 Cluster Analysis

& Regression Analysis

Q Analysis of Predictors

+ Results

Step 1: Variable Selection

Subject

Math

Variables

Classroom Safety

Step 2: Configurations
Confidence Level

0.95
Test Type

Parametric
ShuEr Painwise Comparsions?
€
Pairwise Display Type

Show Significant Pairs

£ Run Analysis

Math

7

Distribution of Math score across Classroom Safety

Foeien(3, 244.74) = 59.73, p = 5.198-29, w? = 0.41, Clogy, [0.34, 1.00], ngp, = 5,158 H

1000+

—

Dam 2 =0.03

800-

400-

Duom-ss. = 1476-09 1

Priaim-z4. =0.03

1 Pz 3y = 1.208-07

Tiean = 594 57

Strengly Disagree
=72

Dizagree
(n=148)

Classroom Safety

Agree Strengly Agree
{n=2261) (n=2676)

log, (BFs:) = -82.05, R°E s = 0.03, CI3f, [0.02,004) r 5, =071

Juzawu e UNMOUS SIES NSMOH-SBED 1531 SEINIEC




4. Cluster Analysis

] Association Between +
Predictors
i Data Exploration

(3)=12.18,p = 6 786-03, Vi yar = 0.04, Clog,, [0.00,1.00], ny, = 5,158

2
Xpearson
& Confirmatory Analysis Step 1: Variable Selection

) Cluster Analysis Select y-axis Variable

» Association between Predictors: | School Type

¥ Latent Class Analysis  x-axis Variable

& Regression Analysis | Loneliness

Step 2: Configurations

Confidence Level
School Type

Public
Private

085

Test Type

School Type

Parametric

Label Type Displayed

Percentage

2 Run Analysis

7

(n=1412) (n=2747) (n=783)

Strongly Disagree Disagree Agree Strongly Agree
Loneliness

5 paostenor

log.(BFg:) = 1.79, VESe™ = 0.04, CIEL, [7.43e-03, 0.08], 8g,0c pighey = 1.00




4. Cluster Analysis

& Home

i Data Exploration

juster Proportions

4 Latent Class Analysis

Step 1: Variable Selection —

@ Confirmatory Analysis <
Scores
%2 Cluster Analysis ~ 5
Math -
 Association between Prediciors
Variables
> Latent Class Analysis 4
Classroom Safety, Preference for Mz
& Regression Analysis < 3
.
'Y Confirm Selection 4 g
1]
E 3
]

Step 2: Clustering Parameters —

No. of Clusters:

1
1 3 5 7 9 1" 13 15
No. of Repetitions:
1 5
1 2 3 4 5
Supplementary Information

Step 3: Variable Distribution by —
Class

35,763

AIC (Click for More Information)

Variable to Plot

Math

£2 Run Analysis

21

Variable View

Likelihood Ratio (Ciick for More Information)

Summary View

20%
Proportion of Records in Cluster

36,051

BIC (Click for More Information)

B
Entropy (Click for More Information)

Latent Clas!

e BRURSEN Y

Cluster Proportions.

Class

Variable View

Homework_Math

class 5:
class 4:
class 3:
class 2:

class 1:

75

Summary View

Math

_Math

Vehicle

Latent Class Analysis

1000 25 50 75

1000 25 50 75

Proportion
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# Home - — -
HearEones Fit Assessment 0.22 @ 89.645 @ 71.392 E
i\ Data Explorafion w2 R-Square RMSE MAE
Step 2: Model Initiation _ Predicted vs Actual Residuals vs Actual
@ Confirmatory Analysis <
5 Cluster Analysis ~ o Regression Tree Variable Importance
# Regression Analysis v 00
Step 3: Tuning Parameters E E
» Regression Tree 5 -E E
% Random Forest Minimum Split: 2 500
20

@
q 400

5 7 a 1 12 15 17 19820
Maximum Depth:

» Gradient Boosting

Step 1: Construct Model

5 m 20 Actual
Sublect — Complexity Parameter
Math T 5 7 a 1 12 15 17 19820
Variables Model with the best complexity parameter number of Sp|IIS
( [ 05 11 18 25 32 41 48 55 67 80 88 97 10 120 13

School Type, Lonelin ~

~ . % Tune Model 7 N
Train-Test Partition:

0.05 m

o

0.05 0.23 0.41 0.50 0.77 0.85

X-val Relative Error

Continue to Step 2 3

Inf 0.0071 0.003 0.0022 00018 00015 00014 00012 00011 0.001

0.00267

Best Complexity Parameter (Click for more)




Random Forest combines the opinions
of many “trees” (individual models) to
make better predictions, creating a
more robust and accurate overall
model.

1.

Click on V beside Regression
Analysis on the side menu to
expose the submenu if the
submenu is collapsed. Click on
Random Forest.

The selection for Step 1: Construct
Model follows the selection made
previously. If not previously
selected, click on the dropdown
menus to made the selection.
The + beside the header provides
a short description for users to
understand the purpose of the
tab.

To further calibrate the model,
users have the option to change
the number of trees and minimum
node size by toggling the sliding
bar. Variable importance measure
and splitting rule can be changed
by selecting the desired selection
from the dropdown menu.

b TR \
\ \,

A Home

#i Dala Exploration v

B Confirmatory Analysis <
%] Cluster Analysis <

# Regression Analysis <

» Regression Tree

¥ Gradient Boosfing

Step 1: Construct Model

Subject

Math v

Variables

School Type, Lonelin +

Train-Test Partition:

Continue to Step 2

& Random Forest

Step 2: Tuning Parameters

No. of Trees:
a

Variable Importance Measure:
Gini Importance

Split Rule:
Variance

Minimum Node Size:

(5]
|

0.346

R-Square

80.328

RMSE

65.216

MAE

Step 3: Resampling Options

Resampling Method:

Cross Validation

K-fold:

10

Fit Assessment

Predicted vs Actual

Predicted

Variable Importance

4

Residuals vs Actual

Residuals

 Actual

SN A & o T

 Acwal

Resampling options can also be amended using the
dropdown menu. K-Fold and Repeat Count would only
be displayed if Repeated Cross Validation is selected.

K-Fold option would be displayed when Cross-
Validation is selected. No further options if a user

chooses to use Bootstrap.

=

°

Im Durrlance

Trigger the Run Analysis button once selections are made.
User can subsequently explore the statistical results,
variable importance, and model fit plots. Any further
changes to the options will require retriggering of the Run
Analysis button to refresh the results.



5. Regression Analysis

# Home . .
A Gradient Boosting 0.241 @ 89.172
ik Data Explorafion = R-Square RMSE
Step 2: Resampling Options —
|B Confirmatory Analysis <
% Cluster Analysis < Resampling Method: Fit Assessment Variable Importance
Cross Validation -

# Regression Analysis < Predicted vs Actual -] =
» Regression Tree K-fold: \é
» Random Forest 10 600 ParentsEd ucation Tertiary =
» Gradient Boosling

Bockst - 10-
g 0 /
Step 1: Construct Model Step 3: Tuning Parameters 4 % Sibling23 -
a 560
Min. Node Size:

Subject

a 50

Math = I 540 Exercse10-
Variables 2 7 12 17 22 27 32 37 42 4750 U
r FamiyCommitmentil -
. 520
School Type, Lonelin + Max. Tree Depth (select range): 300 00 500 600 T00 800

Train-Test Partition: Residuals vs Actual

0.05 (05 ]

ClassroomSafeySrongly Agree -
0.05 0.23 0.41 0.50 0.77 0.85

Continue to Step 2 » Alrcon'fes
&
10 80 110 160 210 260 310 360 410 480500 ]
S
Learning Rate: I
=4
0.01
Resampling Profile
Shrinkage
00 400 00 €00 oo B 001 o—e—=o 0.0156 oo 0.02 o—e—o
Actual
1 20 30 40 50
1 1 1 1 1 L 1 1
interaction depth: 2 interaction depth: 3
Best Tune a8 -

Number of Trees  Max. Tree Depth  Learning Rate  Min. Node Size
a5
60 50 3 0.0z L

24

RMSE (Cross-Validation)

22 A

T
10 20 30 40 50

# Boosting lterations
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4 Gradient Boosting 0.241 89.172
ik Data Explorafion = R-Square RMSE
Step 2: Resampling Options -
|B Confirmatory Analysis <
% Cluster Analysis < Resampling Method: Fit Assessment Variable Importance
Cross Validation -

& Regression Analysis < Predicted vs Actual - e
» Regression Tree K-fold: \é
» Random Forest 10 600 ParentsEd ucation Tertiary =
» Gradient Boosling

Bockst - 10-
o 580
Step 1: Construct Model Step 3: Tuning Parameters 4 ﬁ Sibling23 -
B
a 560
Min. Node Size:

Subject

[zn T - 540 Lo / Exercise10 -
! ]
Variables 2 7 12 W 22 2 32 37 42 4TH0 U
r FamiyCommiment10 -
. 520
School Type, Lonelin + Max. Tree Depth (select range): 300 00 500 600 T00 800
Actual

Train-Test Partition: Residuals vs Actual

0.05 (05 ]

ClassroomSafeySrongly Agree -
0.05 0.23 041 0.50 0.77 0.95

Continue to Step 2 » Alrcon'fes
&
10 80 110 160 210 260 310 360 410 480500 ]
S
Learning Rate: I
=4
0.01
Resampling Profile
Shrinkage
00 400 00 €00 oo B 001 o—e—=o 0.0156 oo 0.02 o—e—o
Actual
1 20 30 40 50
1 1 1 1 1 L 1 1
interaction depth: 2 interaction depth: 3
Best Tune 98 | -

Number of Trees  Max. Tree Depth  Learning Rate  Min. Node Size
a5
60 50 3 0.0z L

24

RMSE (Cross-Validation)

22 A

T
10 20 30 40 50

# Boosting lterations
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